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Abstract

Our broad claim is that time-sensitive metar-
easoning can enhance the ability of natural lan-
guage HCI systems to converse with human in-
terlocutors, by giving these systems both the
time-awareness and meta-linguistic skills (in-
cluding especially the ability to recognize and
repair dialog problems, by learning if need be)
which appear to be necessary for free, flexible,
and natural conversation. We illustrate this en-
hancement with a description of our ongoing
work in cooperative natural language HCI sys-
tems.

1 The Nature of Conversation

The development of a truly viable natural language com-
puter interface will require advances in computer rea-
soning, in particular in the ability to reason about and
manage the particular uncertainties inherent in interac-
tive dialog. Natural language alone is complex and am-
biguous, and dialog is even more so, for there is signifi-
cance not just in the words themselves, but also in such
things as tone, emphasis, gesture, and timing, each of
which contributes to the meaning of an utterance, and
which should therefore be considered important, inter-
acting parts of the whole. Although all these elements
generally work together to aid comprehension (the com-
mand “Come here!” is delivered with a characteristic
tone and accompanied by an appropriate waving ges-
ture) still it is possible to get conflicting signals, or to
make mistakes in one element of an interpretation which
can generate apparent conflicts among the various ele-
ments of an utterance (if you heard “Get clear!”, the
tone would be appropriate, but you might well wonder
why the speaker was waving you towards him). Thus it
is important to avoid simply allowing the weighted sum
of these various elements to determine an interpretation;
rather, one should recognize and make judgments about
anomolies as they arise, using such anomolies as oppor-
tunities for correcting mistakes, or at least confirming
one’s favored interpretation.
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This, in fact, is what human dialog partners do. They
manage the uncertainty inherent in dialog by continu-
ally monitoring their conversations, their own compre-
hension, and the apparent comprehension of their inter-
locutor. This ability is apparently very basic, and fun-
damental to language use. Clark [Clark and Schaefer,
1989a] presents empirical evidence for the use of meta-
linguistic skills by young children. Among many other
things, these skills include:

1 Monitoring one’s ongoing utterance: An ex-
ample of this was seen in a 2 year, 6 month
child practicing parts of speech (in this case its
pronunciation of “berries”) on its own: “Back
please/berries/not barries/barries, barries/not bar-
ries/berries /ba ba”

2 Checking the result of an utterance: Children
at least as young as 5 years, 4 months comment on
and correct the utterances of others. They also ver-
ify that the listener has understood their utterance
and attempt a repair otherwise.

3 Deliberately trying to learn: For instance, a 4
year old will ask things like: “Mommy, is it AN
A-dult or A NUH-dult?”

4 Predicting the consequences of using inflec-
tions, words, phrases or sentences: This in-
cludes judging the politeness of utterances, which
is exhibited by children aged four and a half. Chil-
dren can also correct word order in sentences judged
“silly”. Clark cites instances of this being done by
two-year olds.

These behaviors are not just necessary to children
learning a language, but in fact pervade conversation
between fully competent language users [Purver, 2002;
Purver et al., 2002; Anderson et al., forthcoming].
Dialog partners routinely elicit and provide feedback
as the conversation continues, and make conversa-
tional adjustments as necessary, by employing a set
of “grounding” behaviors [Clark and Schaefer, 1987;
1989b; Brennan, 1998; 2000; Brennan and Hulteen, 1995;
Cahn and Brennan, 1999; Clark and Brennan, 1991;
Krahmer et al., 1999a; 1999b; Paek and Horvitz, 1999;
Traum, 1994]. The behaviors employed to establish,



mantain, or confirm grounding include self-monitoring
behaviors such as judging one’s level of confidence in
a given interpretation or comparing current statements
with the implications of past ones, as well as asking
questions designed to confirm another’s comprehension
(“Got it?”) or to establish one’s own (“Wait. I don’t
think I understand the concept of hidden variables.”).
This ability to ask questions about what’s been said and
understood—that is, the ability to engage in meta-dialog
(dialog about the dialoge or its elements)—and to use
the results of these meta-dialogic interchanges to help
understand otherwise problematic utterances, is essen-
tial to conversation.! We believe that one of the prob-
lems facing natural language HCI at the present time is
that the computer partners in dialog are not generally
equipped with this ability to elicit and utilize appropri-
ate feedback; this can make these systems difficult and
frustrating to use [Bohlin et al., 1999).

Thus, we have been inching closer (we hope) to a
viable natural language computer interface by focus-
ing our efforts on understanding the importance, role,
and extent of human dialog monitoring and repair—
as well as the meta-reasoning and meta-lingusitic skills
this monitoring and repair involves—and implementing
these behaviors in a task-oriented natural language com-
puter interface [Perlis et al., 1998; Traum et al., 2002;
Anderson et al., 2002; forthcoming; Josyula et al., 2003;
Andersen et al., 1999]. The specific goal we have set for
ourselves is the design of a system modeled not on con-
versation with a fluent colleague, but rather, for exam-
ple, on a task-oriented interaction with a stranger who
doesn’t speak much of a common language. In these
situations, e.g., buying a train ticket in a foreign coun-
try, speakers are often able to communicate to effectively
solve a joint task, in spite of problems in word recogni-
tion, or use of unfamiliar words or syntactic structures.
Despite the difficulties of understanding the language,
interactive dialog behaviors and ongoing repairs allow
humans to overcome some of these problems. In what
follows, we will detail our approach, and describe some
of the behaviors we have been able to generate in our
natural language HCI systems.

2 Active Logic and Conversation

Insofar as the above analysis of the nature of conversa-
tion is correct, it suggests that any agent hoping to par-
ticipate fully in even rudimentary conversation should
be:

1. Self-monitoring: A dialog agent should track its own
comprehension, and maintain a history of its inter-
pretations, so as to be able not just to notice er-
rors (such as mismatches between expectations and
obervations, or between implications of past utter-
ances and current ones) but also to be able to trace
their origins and fix them.

'Indeed, as any teacher—and student—knows, it is im-
portant to natural language comprehension more generally.

2. Contradiction-tolerant: Having encountered prob-
lems, which are inevitable in conversation (indeed,
whenever one is dealing with a complex, dynamic
environment) a dialog agent should be able to grace-
fully handle these situations.

3. Time-sensitive: Dialog is governed by a number of
time-based expectations. If someone makes a con-
versational overture, or asks a question, a response
is expected in a certain amount of time.? A dialog
agent should be sensitive to these demands. Like-
wise, it should have expectations about the time it
will take its human user to respond, as deviations
could indicate a problem. For instance, a long pause
could signal a turn change, or that the user is con-
fused, or even that the user is no longer engaged in
the conversation.

4. Multi-modal: A dialog agent should ideally be able
to monitor all the various aspects of speech, includ-
ing affect, tone and gesture, as well as to match its
own utterances with appropriate accompaniment.
Unfortunately, monitoring, interpreting and pro-
ducing these effectively and freely (without prior
scripting) is currently beyond the state of the art.?
However, the ability to attend to multiple contexts
is not, and is something which ought to be included
in dialog systems whenever possible. For, to under-
stand an utterance it may not be enough to attend
to the dialog context (e.g. the subject under consid-
eration, open questions under discussion, turn) but
also to the larger environment. If one says “I guess
he’s had enough,” the “he” might equally well refer
to the fellow under discussion who quit his job, or
the one who just fell from his barstool.

Our approach to implementing these meta-dialogic
abilities involves three conceptual planks. First, there
is the issue of representation of aspects of the dialog
processing. For many object-level behaviors, it is not
necessary to have an explicit representation of the pro-
cesses that the system performs, other than the pro-
gramming or mechanism that produces the behavior
at appropriate times. However, to engage in meta-
behavior, such as dialog about dialog, rich representa-
tions are needed both for producing and understanding
meta-utterances. In the case of meta-dialog we are influ-
enced by work such as [Hobbs, 1985; Hwang and Schu-
bert, 1993; Traum et al., 1996; Poesio and Traum, 1997;
McRoy et al., 1997], that proposes detailed logical rep-
resentations of a range of dialog phenomena. Second,
the system must be able to effectively use such repre-
sentations in inference to be able to notice interesting
phenomena, such as implications of what has been done,

?Exactly how much time is context dependent. For a con-
versational overture or a very easy question, a near immediate
response is required. If a question is perceived to be difficult,
or require complex thinking, a longer delay may well be tol-
erated.

3 Although some impressive work is being done, see, e.g.
[Cassell et al., 2000]



recognizing resulting anomalies, and deciding what can
be done about it. For use in a dialog system, this reason-
ing cannot be off-line, but must be integrated within the
normal dialog behavior of such a system. This leads to
the third plank, integration of reasoning with acting and
non-logical processing. Reasoning about anomalies and
meta-dialog is not enough. To be effective such reason-
ing should be integrated with normal functioning, being
able to affect object level processes.

In our work on active logic we have been exploring
ways to implement real-time metareasoning for use in
spoken dialog, with special attention to pragmatics. The
idea behind active logics is to use an inference mechanism
that takes account of the passage of time as it performs
inferences. This in turn can lend it both the expressive
and the inferential power to monitor its own reasoning in
a real-time fashion, as that very reasoning is going on,
thus watching for errors (such as mismatches between
conveyed and intended meanings); noting temporal con-
versational cues such as pauses that may signal a turn
change; and re-examining its beliefs and altering them
appropriately.

3 Active Logic: An Introduction

Active logics are a family of formalisms that combine in-
ference rules with a constantly evolving measure of time
(a ‘now’) that itself can be referenced in those rules. An
account of the basic concepts can be found in [Elgot-
Drapkin and Perlis, 1990].

In active logic, aspects of the environment are rep-
resented as first order formulas in the knowledge base.
Such formulas might represent perceptions of a user’s ut-
terance, observations about the state of the domain, or
rules added by a system administrator. Inference rules
provide the mechanism for “using” the knowledge for
reasoning. One aspect of active logic especially impor-
tant in the current context is its robust ability to con-
tinue to reason normally as formulas are added, changed
or deleted from its knowledge base. In other words, the
evolving knowledge base is naturally integrated into the
ongoing reasoning processes. This makes active logic a
good candidate for a reasoning agent which is expected
to observe and interact in real time with a continually
changing world or domain.

One of the original motivations for active logics was
that of designing formalisms for reasoning about an ap-
proaching deadline; for this use it is crucial that the rea-
soning takes into account the ongoing passage of time
as that reasoning proceeds. Such a formalism has the
ability to explicitly track the individual steps of a de-
duction, making it a natural mechanism for reasoning
about contradictions and their causes.

Each “step” in an active logic proof itself takes one
active logic time-step; thus inference always moves into
the future at least one step and this fact can be recorded
in the logic. The KB will at all times be finite since the
finitely-many inference rules can produce only finitely-

many conclusions in one time-step.* The meaning of
an inference rule such as 1 (an active logic analogue to
modus ponens), is that if A and A — B are in KB at
time (step number) i, then B will be added to the KB
at time i+1.

i : A, A B
) i+l ¢ B

(In general there may be conditions that must be met
before such a rule can fire—see below; but if a rule can
fire, it will.) In addition to the new formula B, the KB at
step i+1 would contain all the formulas that are inherited
from step i. By default, all beliefs from one step that are
not directly contradicting are inherited to the next step.
However some beliefs like the ones related to the current
time are not inherited to the next step. (See below).
The inheritance of formulas from one step to the next
is controlled by inheritance rules. One simple version of
such an “inheritance rule”, which also illustrates the use
of firing conditions, is shown in 2:

i : A
(2) i+l ¢ A
[condition: —A ¢ KB at step i and A # Now(i)]

To achieve much of their reasoning, active logics em-
ploy a notion of “now” that is constantly updated by the
“clock rule” shown in 3:

i : Now (i)
Now (i+1)

An active logic keeps track of the passage of time using
the current value of “now”, so it is important that the
value of “now” from a previous step is not inherited to
the next step. The firing condition in the inheritance
rule in 2 would prevent Now(i) lingering in KB after
step i along with the newly inferred Now(i+1) ®

Theorems can be marked with their time (step-
number) of being proven, i.e., the current value of “now”.
This step-number is itself something that further infer-
ences can depend on, such as inferring that a given dead-
line is now too close to meet by means of a particular
plan under refinement if its enactment is estimated to
take longer than the (ever shrinking) time remaining be-
fore the deadline.

Active logic formalisms are distinct from traditional
temporal logics, in that the latter characterize truth
about past, present, and future as if from a timeless (or
unchanging) present; that is, the inferences do not for-
mally correspond to an increase in the value of “now”.
This is appropriate as long as the temporal reasoning is
by one agent about another agent far removed in time,

“In ongoing work begun in [Nirkhe et al., 1997] we have
been exploring ways to keep the KB size not merely finite
but bounded, analogous to human short-term memory.

SInheritance and disinheritance are directly related to be-
lief revision [Gsrdenfors, 1988] and to the frame problem [Mc-
Carthy and Hayes, 1969; Brown, 1987]; see [Nirkhe et al.,
1997] for further discussion.



or if the latter agent’s activity is independent of the for-
mer. But when an agent is reasoning about its own on-
going activity, or about another agent whose activity
is highly interdependent, traditional “time-frozen” rea-
soning is at a disadvantage, and “time-tracking” active
logics can bring new power and flexibility to bear.

It is the time-sensitivity of active logic inference rules
that provides the chief advantage over more traditional
logics. Thus, an inference rule can refer the results of
all inferences up until now—i.e. thru step i—as it com-
putes the subsequent results (for step i+ 1). This allows
an active logic to reason, for example, about its own
(past) reasoning; and in particular about what it has not
yet concluded. Moreover, this can be performed quickly,
since it involves little more than a lookup of the current
knowledge base.

Rules 2 and 3 illustrate one way in which an agent
clock can be updated and also how direct contradictands
can be kept from lingering, while other wifs may remain
in the KB to facilitate further reasoning. Note also that,
although this does “dismiss” the contradictands from
further inferences, the “conflict-recognition” rule to be
given below in 4, ensures that a record is kept in the
KB of the former presence of a contradiction. Preserv-
ing this “historical” information is important in order to
attempt a more solid repair of the contradiction.

As is well known, traditional formalisms, including
most modal, temporal and nonmonotonic logics, suffer
from the “swamping problem” (this is related to the
“omniscience” problem of traditional logics of belief: all
(infinitely-many) consequences of the axioms are theo-
rems and hence are believed). As a result, in those logics,
any possible clues as to how to proceed with reasoning
when a contradiction is encountered are rendered ineffec-
tive by their own negations which are also derived from
the contradiction.

There have been some attempts to overcome the
swamping problem, but so far only in the propositional
case, and even so the essential time-dependency for real-
time capabilities is still missing there.

Even though the problem of inconsistency is treated
by some logics like paraconsistent logics, in reality most
of the traditional logics do not note or repair inconsis-
tencies, they just carry on with them. Nor in general do
they provide for any special real-time status as needed
by a real-world agent. On the other hand, active logics
are intended for on-board use by an agent, not as an
external specification of an agent.

In active logics, since the notion of inference is time-
dependent, it follows that at any given time only those
inferences that have actually been carried out so far can
affect the present state of the agent’s knowledge. As a
result, even if directly contradictory wifs, P and —P, are
in the agent’s KB at time t, it need not be the case that
those wifs have been used by time t to derive any other
wif, Q. Indeed, it may be that t is the first moment at
which both P and —P have simultaneously been in KB.

By endowing an active logic with a “conflict-
recognition” inference rule such as that in 4, direct con-

tradictions can be recognized as soon as they occur, and
further reasoning can be initiated to repair the contra-
diction, or at least to adopt a strategy with respect to it,
such as simply avoiding the use of either of the contra-
dictands for the time being. The Contra predicate is a
meta-predicate: it is about the course of reasoning itself
(and yet is also part of that same evolving history).

i : P, P
(4) i+1 : Comntra(i, P, —P)

The idea then is that, although an indirect contradic-
tion may lurk undetected in the knowledge base, it may
be sufficient for many purposes to deal only with direct
contradictions. Sooner or later, if an indirect contradic-
tion causes trouble, it may reveal itself in the form of a
direct contradiction. After all, a real agent has no choice
but to reason only with whatever wifs it has been able to
come up with so far, rather than with implicit but not
yet performed inferences. Moreover, since consistency
(i.e., the lack of direct or indirect contradictions) is, in
general, undecidable, all agents with sufficiently expres-
sive languages will be forced to make do with a hit-or-
miss approach to contradiction detection. The best that
can be hoped for, then, seems to be an ability to rea-
son effectively in the presence of contradictions, taking
action with respect to them only when they become re-
vealed in the course of inference (which itself might be
directed toward finding contradictions, to be sure).

Unlike most NMR formalisms, we do not attempt to
capture the (usually undecidable) absolute truth about
what is consistent with what is known; this is in general
impossible for real agents. If nothing is already known
that would prevent a default conclusion, then the agent
has little choice except to draw that conclusion, and this
is what an active logic does. If later (with more time) the
agent discovers a consequence of its beliefs that in fact
should have prevented that conclusion, it is only at that
later time that it can be withdrawn, and this is what
active logic makes possible. In principle, in the limit,
active logic should, in special cases at least, provide the
same default conclusions as standard NMR, formalisms;
this is a topic of current investigation.

Several example problems were solved this way in real
time. For instance, during the planning, new informa-
tion could become available in contradiction with exist-
ing beliefs. In that work, contradictions were treated in
conjunction with default rules, where the rule that “P
follows by default from Q” can be represented as in 5:

i : Q, -Know(-P,i), Now(i)
(5) i+l : P

Thus if =P is not known at the current time, and if Q
is known, then P is inferred by default at the next time
step. However, it may turn out that at a later time,
evidence for =P becomes known and a contradiction re-
sults. In the past work the particular example problems
allowed for a very simple expedient in such cases: disin-
herit the default conclusion and accept the non-default
evidence.



But while disinheriting contradictands is a reasonable
first step, it is often not enough even to “defuse” the
contradiction for long. P and —P may have come into
KB for reasons that are still in force and the system may
re-derive P and —P, or other similar conflicts, later on.
Thus, in [Miller and Perlis, 1993; Gurney et al., 1997;
Purang, 2001] we have investigated ways to allow an ac-
tive logic-based reasoner to retrace its history of infer-
ences, examine what led to the contradiction, and per-
form metareasoning concerning which of these warrants
continued belief.

However, in general such an expedient is far too naive
to be useful, and instead more sophisticated conflict-
resolution methods are needed. Current research is
aimed at the development of a typology of contradic-
tions, which will allow appropriately specific methods
to be applied to individual cases [Anderson and Perlis,
forthcoming]. This in turn will provide for much more
useful real-time deadline planning in which new evidence
can be weighed against old along multiple dimensions.

Finally, we extend the logic with one special propo-
sition, call, which, if it is ever proved, will initiate ex-
ternal action (that can be reasoned about and tracked
through observation). Our current implementation of ac-
tive logic, as represented in ALMA [Purang et al., 1999,
already has this ability to initiate, observe and respond
to external events and non-logical processes.

4 Examples

Active logic forms the reasoning core of our task-oriented
dialog agent, ALFRED (Active Logic For Reason En-
hanced Dialog). To reduce the complexity of the dialog
problem, and in accordance with our model of buying a
train ticket in a foreign country, ALFRED is always con-
nected to given domain. What there s in that domain,
and what ALFRED can do in that domain is defined for
ALFRED in the form of a domain-oriented command
language. ALFRED’s ultimate task, then, is to trans-
late a user’s utterance into an appropriate statement in
the command language of the target domain. If AL-
FRED encounters problems along the way, he must rec-
ognize them, and take appropriate steps to rectify the
situation. Among ALFRED’s current abilities are the
following [Josyula et al., 2003]:

1. Maintaining context

ALFRED maintains the context of the ongoing con-
versation by keeping track of user intentions (inter-
pretations of past utterances), needs and expecta-
tions. A “need” is created when there is some re-
quirement (like determining the meaning of a word)
that has to be met before the system can interpret
a user utterance. An “expectation” is created when
the system expects a particular kind of response
from the user.

2. Introspection

ALFRED can check whether it “knows” something
by trying to prove that something. For instance,

if ALFRED wants to check whether it knows the
meaning of the word “Metro”, it will try to prove
meaning(“Metro”,X) where X is bound.

. Identifying miscommunication

ALFRED recognizes miscommunication problems
by looking for contradictions in its interpretations
of the user’s intentions. In an example originally
described in [Traum et al., 2002, the user initially
says:

“Send the Boston train to New York”

But the system moves a train other than the one
the user intended by the phrase “the Boston train”.
Thus the user says:

“No, send the Boston train to New York”

This creates a contradiction—do X, don’t do X—
which the system must recognize and consider. In
order for the system to properly interpret the cor-
rection in the latter portion of the above utterance,
it must come to recognize that “no” is not a change
of mind on the user’s part (as it might have been),
nor is it an incoherent self-contradiction by the user
(don’t send it and do send it), but rather an im-
plicit correction of the intervening action taken by
the system (sending, say, the Burlington train in-
stead of the Boston train). Recognizing this, the
system reconsiders its initial interpretation of the
phrase “Boston train”, and chooses another appro-
priate candidate to move.

. Utterance generation

ALFRED informs the user of the action that it is
taking in response to a user utterance, be it an
internal action or a domain action. This kind of
communication helps in grounding [Brennan, 1998;
Clark and Schaefer, 1987; 1989b; Clark and Bren-
nan, 1991] so that the user knows whether the user’s
intention has been discerned correctly.

. Using meta-dialog

ALFRED is capable of engaging in meta-dialog with
the human user when necessary, in order to iden-
tify communication problems and perform dialog re-
pairs. Whereas in the above example the repair pro-
ceeded without additional user input, there are cases
where the best way to a solution involves asking the
user for help. Consider the following exchange:
USER: Switch on the living room lamp.

ALFRED: There are two lamps in the living room.
Which one do you mean?

USER: The one on the table.

ALFRED: OK. (ALFRED turns on the light)

. Reference resolution

Reference resolution involves identifying the objects
implied in a user utterance. In the simplest case, the
reference would be the domain name of an object
(like Metroliner). In more complicated cases, the
reference resolution would involve disambiguation



of the reference using introspection or meta-dialog
with user.

. Learning new words

ALFRED can learn new names that refer to already
existing objects in the domain. It can also learn new
ways to accept known commands. This feature can
allow a given user to negotiate a more comfortable
vocabulary for interaction, and helps to increase the
vocabulary of the system as a whole. This is ilus-
trated by the following exchange:

USER: Shoot the Bullet to Boston.

ALFRED: I do not know the command “shoot”.
What does “shoot” mean?

USER: “Shoot” means “send”.

ALFRED: OK. (ALFRED sends the Bullet train
to Boston)

. Understanding the use-mention distinction

ALFRED is sensitive to whether a word is being
used or mentioned, and interprets the relevant utter-
ance accordingly. In the exchange above, ALFRED
recognizes that when the user defines “shoot”, the
word is being mentioned, and interprets the utter-
ance accordingly. Following [Saka, 1998], we have
chosen to characterize the use-mention distinction
in terms of the possible ostensions of words. That
is, we consider X is being “used”, if the speaker in-
tends to direct the thoughts of the audience to the
extension of X; and X is being “mentioned”, if he
intends to direct the thoughts of the audience to
some item associated with X other than its exten-
sion. See [Anderson et al., 2002] for more details.
The features that ALFRED uses to make this dis-
tinction are context, cues and meta-dialog.

. Connecting to different domains

As mentioned above, ALFRED functions as a kind
of translator between human natural language and
the specialized language of the task-oriented do-
main. This specialized language can vary from
menu driven commands in the simplest case to natu-
ral language-like commands in a more complicated
scenario. However, although the domain must be
defined in this way for ALFRED, the mechanisms
for translation, error detection, and correction re-
main the same from domain to domain. This makes
orienting ALFRED to a different domain is as easy
as changing the files specifying the specialized lan-
guage for that domain.

The upshot of this is that ALFRED can act as a
natural language interface between a user and any
task-oriented system, thereby enhancing the perfor-
mance of the original system interface by incorpo-
rating a suite of dialog error detection and repair
strategies.

5 Future Directions

Our primary claim, illustrated by our dialog system AL-
FRED, is that one can enhance the interactive capability
of a task-oriented computer system by adding the ability
to detect and recover from miscommunication problems,
including ambiguous references, incompatible or contra-
dictory user intentions, and the use of unknown words.

This technology can already be usefully applied to
current application domains, such as home-control soft-
ware, and we expect that the techniques employed can
be refined and extended to handle more sophisticated
domains.

We are working on methods of structuring and manip-
ulating conceptual relations to allow ALFRED to learn
not just new words for known objects or actions, but also
genuinely new objects and concepts. We are also con-
tinuing to study human dialog behavior for clues as to
what strategies can be employed by competent language
users to ensure adequate communication even under dif-
ficult circumstances. Our long range goal is to be able
to emulate the various behaviors and clarification devices
employed by a human learning a foreign language or a
novice learning a new subject.
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